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ABSTRACT
In the context of formal verification Bounded Model Check-
ing (BMC) has shown to be very powerful for large industrial
designs. BMC is used to check whether a circuit satisfies a
temporal property or not. Typically, such a property is for-
mulated as an implication. In the antecedent of the property
the verification engineer specifies the assumptions about the
design environment and joins the respective expressions by
logical AND. However, the overall conjunction may have
no solution, i.e. the antecedent is contradictory. Since in
this case a property trivially holds this situation has to be
avoided. Furthermore, the root cause of a contradictory an-
tecedent has to be identified which is a manual and very
time-consuming process.

In this paper we propose a fully automatic approach for
presenting all reasons of a contradictory antecedent to the
verification engineer, i.e. the approach pinpoints to the sub-
expressions in the antecedent that form a contradiction.
Hence, our approach reduces the debugging time of a con-
tradictory antecedent significantly.

Categories and Subject Descriptors
J.6 [Computer-Aided Engineering]: [Computer-Aided
Design (CAD)]

General Terms
Verification

Keywords
Formal Verification, Bounded Model Checking, PSL, Debug-
ging

1. INTRODUCTION
Model checking [1] is a key verification technique to show

whether a design satisfies the specification or not. In the
last years especially Bounded Model Checking (BMC) [2] has
become very successful in industrial practice. BMC reduces
the verification problem to a Boolean Satisfiability (SAT)
problem and then searches for counter-examples in bounded
executions. If the resulting SAT instance is satisfiable a
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counter-example of length k has been found. However, BMC
can only show that the design is free of errors for the given
property up to the bound k. For proving a property, k has to
finally reach the sequential diameter of the underlying Finite
State Machine (FSM), which is infeasible for large circuits.
Therefore, approaches for BMC have been developed which
can ensure completeness (see e.g. [3, 4]).

In this paper we use the variant of BMC as proposed in [4]
which is characterized as follows: First, only properties over
a fixed time interval – usually specified as implications –
are allowed. Second, the restriction of the starting state for
the unrolled circuit logic to the initial state is replaced by
assumptions formulated explicitly in the antecedent of the
property. As a result, the BMC problem consists only of a
single SAT instance build by synthesizing the property and
unrolling the design as many times as the property requires.
If this SAT instance is unsatisfiable, the property holds.

In practice, during the specification of a property the ver-
ification engineer formulates assumptions about the design
environment in the antecedent of the property and joins
them by logical AND. A typical example for such an as-
sumption is to disable the reset for several cycles. How-
ever, for complex designs and hence non-trivial properties
the verification engineer can be faced with the problem of
a contradictory antecedent, i.e. the antecedent has no so-
lution. Obviously such a situation has to be detected au-
tomatically by the BMC tool, since otherwise the property
trivially holds and the consequent would not be checked.
Typical scenarios that lead to a contradictory antecedent
are, e.g. typos in an expression and/or temporal operator in
the antecedent, misinterpretation of/or incorrect specifica-
tion, bug(s) in the design (whereas the antecedent conforms
to the specification), or too strong assumptions about the
design environment. The latter case can be often observed
in practice, since the verification engineer intentionally spec-
ifies strong assumptions to understand a complex design. At
the beginning it is much easier to focus on a certain design
functionality instead of writing a general property.

A closer inspection of these scenarios reveals that two dif-
ferent kinds of a contradictory antecedent have to be distin-
guished: (1) the contradictory antecedent is solely caused
by one or more conflicts of the antecedent sub-expressions
or (2) the contradictory antecedent results from one or more
conflicts of the antecedent sub-expressions and the design.

For BMC as used here, testing whether the antecedent
is contradictory is straightforward. Instead of checking the
whole property only the antecedent (for case (1)) or the
antecedent including the unrolled circuit logic (for case (2))
is tested for satisfiability. However, in case of a negative
answer, i.e. the SAT instance is unsatisfiable and hence we
have a contradictory antecedent, the verification engineer
has to identify what exactly causes the contradiction. As the
debugging of a contradictory antecedent is done manually so
far, this is a very time-consuming process.

In this paper we present a fully automatic approach to
analyze a contradictory antecedent. The result of the ap-



proach is the presentation of all reasons for the contradic-
tions in the antecedent. A reason is a conjunction of an-
tecedent sub-expressions that evaluates to zero. In addi-
tion a reason is minimal in the sense that removing a sub-
expression from the conjunction resolves the contradiction.
Overall, the methods helps the verification engineer in de-
bugging since he/she understands what exactly causes the
contradiction(s). The approach is based on a reformula-
tion of the antecedent using new free variables such that
sub-expressions of the antecedent can be disabled. From
the assignments to the free variables the approach derives
which sub-expressions are “non-relevant”, i.e. never part of
any contradiction. For the remaining sub-expressions the
logical dependencies of the respective values of the free vari-
ables are analyzed which allow to determine all reasons.

The basic idea of the approach has been considered al-
ready in the context of constraint-based random simulation
for debugging contradictory constraints [5]. Besides the dif-
ferent domain and a pure BDD-based implementation on
top of a constraint-solver, the approach in this paper addi-
tionally has to determine whether a contradiction occurs in
combination with the design or not.

In the literature, a property where the antecedent is con-
tradictory is said to be vacuously satisfied [6]. Beer et al. con-
sidered an antecedent failure – for the first time mentioned
in [7] – as motivation to study the more general question:
can a model or property contain an error if model checking
was executed successfully [6, 8]. Searching for errors in this
direction is called vacuity detection [9, 10]. Improvements
have been investigated in [11, 12]. However, all these ap-
proaches only address the detection of vacuity which in our
work is done by checking if the antecedent is unsatisfiable.

Analyzing contraditions in temporal properties previously
has been investigated in [13] where a method is proposed
to identify a Temporal Antecedent Failure (TAF). The au-
thors consider model checking of temporal implication prop-
erties specified as regular expressions. The proposed method
computes a position in the regular expression that is a rea-
son for a TAF. However, a position may involve a complex
Boolean formula that cannot be further analyzed. Besides
that, methods for diagnosing over-constrained
problems in the area of constraint satisfaction problems ad-
dress a similar question (see e.g. [14]). But these approaches
do not ensure minimality. In the domain of SAT, the com-
putation of so called unsatisfiable cores (i.e. sub-formulas)
is of interest [15, 16]. However, to obtain a minimal reason
the much more complex problem of a minimal unsat core
has to be considered [17, 18, 19]. Note that the approach
of [17] also uses new free variables, but they are introduced
for each clause. In general this would lead to a very time
consuming process (see e.g. [20]).

2. BOUNDED MODEL CHECKING
We use the BMC variant as described in [4, 21]. For-

mally, for a design with the transition relation Tδ, the BMC
instance for a property p over the finite interval [0, c] is given
by: ∧c−1

i=0Tδ(si, si+1) ∧ ¬ p, where p may depend on the in-
puts, states, internal signals and outputs of the circuit in the
time interval [0, c]. This BMC instance can be formulated as
a SAT problem by unrolling the circuit for c time frames and
generating logic for the property. As the property is negated
in the formulation, a satisfying assignment corresponds to a
case where the property fails. For the specification of the
properties, we use a subset of PSL (Property Specification
Language [22]). A property has the form of an implication
A → C. A is the antecedent and C is the consequent of the
property and both consist of a timed expression. A timed
expression is formulated on top of variables that are evalu-
ated at different points in time within the time interval [0, c]
of the property. The operators in a timed expression are the
typical HDL operators like logic, arithmetic and relational
operators. The timing is expressed using the temporal op-
erators next and prev.

3. DEBUGGING APPROACH
In this section we describe our method for determining

the reasons of a contradictory antecedent. A reason is a set
of sub-expressions that is sufficient to cause a contradiction.
Before the details of the approach are presented, some basic
definitions are provided.

3.1 Contradictory Antecedent
Definition 1. For a given design with the transition re-

lation Tδ and a property p = A → C over the finite inter-
val [0, c] let ∧c−1

i=0Tδ(si, si+1)∧¬(A → C) be the correspond-
ing BMC instance. Then, A is a contradictory antecedent
of the property p, iff

• A evaluates to 0 (considering all inputs, states and out-
puts used in p as free variables) or

•
c−1V
i=0

Tδ(si, si+1) ∧ A evaluates to 0 (i.e. the contradic-

tion(s) are caused by both, the antecedent A and the
design).

Remark 1. The fact whether the contradiction(s) are
caused solely by the antecedent or by the antecedent and the
design is important for two reasons: First, in the former
case debugging is simpler as will be shown later. Second, the
size of the SAT instance is much smaller if the design does
not have be unrolled as in the second case.

3.2 Partitioning and Main Flow
We use a partitioning of the antecedent into several sub-

expressions. This partitioning is motivated by the typical
form of an antecedent, i.e. the antecedent consists of assump-
tions that are joined by logical AND. In addition, the cho-
sen partitioning allows the identification of contradictions at
low computational costs. A refinement can easily be done
by performing our analysis again for the first result. The
partitioning of the antecedent of a property is defined as
follows.

Definition 2. Let p = A → C be a property with a con-
tradictory antecedent A. Then, the antecedent A is par-
titioned into n sub-expressions A0, A1, . . . , An−1 such that
A = A0 ∧ A1 ∧ · · · ∧ An−1, where the position of the logical
AND operators is derived from the antecedent according to
the conjunction of different assumptions.

Based on this partitioning, a reason in terms of our ap-
proach is a subset of all sub-expressions, that forms a con-
tradiction and hence has to be considered by the verification
engineer for debugging. The definition for a reason is given
as follows.

Definition 3. Let p = A → C be a property with the
contradictory antecedent partitioned into A = A0∧A1∧· · ·∧
An−1. Then a reason for the contradiction is a non-empty
set R ⊆ {A0, A1, . . . , An−1} such that the conjunction of
all sub-expressions Aj ∈ R (either in combination with the
design or not) form a contradiction, i.e.

c−1̂

i=0

Tδ(si, si+1) ∧
^

Aj∈R

Aj or
^

Aj∈R

Aj

evaluates to 0, respectively.
Additionally all reasons are defined to be minimal, i.e. re-

moving any sub-expression Aj from R resolves the contra-
diction.

Remark 2. In some cases more than one reason for a
contradictory antecedent can occur. If in this case only one
conflict is fixed the antecedent is still contradictory. Thus,
our approach computes all reasons and thereby allows the
verification engineer to fully understand the problem.



1 property MYPROP =
2 always (
3 (A0) x == 1 &&
4 (A1) x > 5 &&
5 (A2) y == 0
6 ) −> (
7 next [ 1 ] ( o ) == 1
8 ) ;

(a)

e0 e1 e2

0 0 0
0 0 1
0 1 0
0 1 1
1 0 0
1 0 1

(b)

e0 e1 e2

0 − −
1 0 −

(c)

Figure 1: Simple example for contradiction analysis

To determine the reasons for a contradiction the algorithm
uses a reformulated antecedent A′. This is done such that
each sub-expression Aj can be disabled by the BMC tool
and hence each contradiction can be resolved.

Definition 4. Let A be a contradictory antecedent. Then
A is reformulated to A′ such that

1. for each sub-expression Aj a new free variable ej (called
enable variable) is introduced and

2. Aj is substituted by the implication ej → Aj.

In this way A = A0 ∧ A1 ∧ · · · ∧ An−1 is reformulated to
A′ = (e0 → A0)∧ (e1 → A1)∧ · · · ∧ (en−1 → An−1). For the
reformulated antecedent A′ the following holds:

1. If ej is set to 1, then the sub-expression Aj is enabled.

2. If ej is set to 0, then the sub-expression Aj is disabled
because 0 → Aj evaluates to 1 independently from Aj .

Using this reformulation, the main flow for our extended
BMC approach is as follows: First it is checked whether a
contradiction occurs. In this case, A is reformulated to A′

and the contradiction analysis (as described in the next sec-
tion) is invoked returning the set R of all reasons. After-
wards, for each reason it is checked if the respective sub-
expressions cause the contradiction solely or in combina-
tion with the design. The respective output is given to the
verification engineer, i.e. for each reason all contained sub-
expressions available via a direct link to the syntax tree of
the PSL property (and the information with or without de-
sign) is shown. This differentiation helps the verification en-
gineer to decide whether only the antecedent has to be con-
sidered for debugging or additionally the design as well. If
no antecedent contradiction occurs, the property is checked
as usual.

3.3 Analysis of the Contradictory Antecedent
If the antecedent is contradictory, then our approach de-

termines all reasons. This task is performed by Algorithm 1.
Before the details of the algorithm are provided, we describe
the underlying concepts.

The reformulation of the antecedent from A to A′ as de-
scribed in the previous section allows to enable/disable sub-
expressions. The basic idea for the computation of all rea-
sons is as follows: Since the enable variables are free vari-
ables, we can obtain an assignment to these variables such
that the overall contradiction of the antecedent is resolved.
Such an assignment contains information which assumptions
cannot occur together. But from a single satisfying assign-
ment we cannot conclude which expressions form a contra-
diction. This is illustrated in the following example:

Example 1. Consider the property MYPROP depicted
in Figure 1(a). One satisfying assignment to all enable
variables is e0 = 0, e1 = 0, and e2 = 0 (i.e. disabling
all sub-expressions). Obviously this assignment resolves the
contradiction. However, from this assignment one cannot
conclude the minimal reasons of the contradiction (which is
R = {A0, A1}).

In contrast when all assignments to the enable variables
are available, then all sub-expressions which are either self-
contradictory or never part of a contradiction can easily be
identified just by applying one of the following observations:

Algorithm 1: contradictionAnalysis(Reformulated an-
tecedent A′, unrolled design Tδ, interval [0, c])

Result: Set R of reasons
A = ∅ ; // Set of assignments for ej variables1

while (find new assignment a for ej in2

(
Vc−1

i=0 Tδ(si, si+1) ∧A′) ) do
A = A ∪ {a} ;3

R = ∅ ; // Set of reasons4

E = ∅ ; // Set of enable vars for det. analysis5

for (j = 0 . . . n− 1) do6

if (∀a ∈ A : a(ej) = 0) then7

R = R∪ {{ej}};8

else if (∀a ∈ A : a(ej) = don′t care) then9

continue;10

else11

E = E ∪ {ej};12

foreach (X ∈ P(E)) do from smallest to the largest13

if (∃X ′ ∈ R : X ′ ⊂ X) then14

continue;15

else if ((
W

a∈A
∧

V
ej∈X

ej = 1) ≡ 0) then
16

R = R∪ {X};17

return R;18

Observation 1. If ej is 0 for all solutions, then the re-
spective sub-expression Aj is self-contradictory.

Observation 2. If the assignment of ej is don’t care for
all solutions (i.e. the value of ej can be either 0 or 1 in
all solutions), then the respective sub-expression Aj is never
part of a contradiction of A.

Example 2. Again the property MYPROP shown in Fig-
ure 1(a) is considered. Figure 1(b) gives all solutions with
respect to enable variables, while Figure 1(c) shows the sym-
bolic representation of them obtained by using a BDD. As
can be seen the enable variable e2 for the assumption A2 is
always don’t care and hence we can conclude that this ex-
pression is never part of a contradiction.

In both cases (Aj is self-contradictory or never part of a
contradiction) the respective sub-expressions do not have to
be considered any longer. This early classification signifi-
cantly reduces the number of subsets X ⊆ {A0, . . . , An−1}
to be checked as reasons.

Thus, all satisfying assignments for the enable variables
are computed and checked for one of these observations
in Algorithm 1. The first step is done by using an All Solu-
tion SAT solver (line 2), i.e. once a solution has been found
a blocking clause [23] is added to exclude the same solution
for the enable variables from the remaining search space and
the search for another solution continues. Each new solution
of the enable variables is stored in set A (line 3).

After this, for each sub-expression Aj it can be checked
if Aj is either self-contradictory (line 7) or never part of a
reason (line 9). In the former case (ej is 0 for all solutions
and thus Aj is self-contradictory) the enable variable ej is
added as a single reason to a set R storing all reasons for
the contradiction (line 8). Note that R stores the reasons
in terms of ej variables, not in terms of the respective sub-
expressions Aj itself. If the second observation holds (ej is
don’t care for all solutions and thus Aj is never part of
a contradiction), then this sub-expression can be skipped
(line 10). For all remaining cases (line 11) ej is stored in a
set E including all sub-expressions (in terms of enable vari-
ables) which cannot be classified by the two observations and
thus have to be considered in the detailed analysis (line 12).
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Figure 2: FSM

1 property P1 = always (
2 (A0) r e s e t == 1 &&
3 (A1) next ( c u r r s t a t e == ”10 ” ) &&
4 (A2) next a [ 0 . . 4 ] ( r e s e t == 0 ) &&
5 (A3) next a [ 0 . . 4 ] ( hold == 0 )
6 ) −> ( next [ 5 ] ( c u r r s t a t e == ”00 ” ) ) ;

Figure 3: PSL property

1 property P2 = always (
2 (A0) r e s e t == 1 &&
3 (A1) next a [ 1 . . 5 ] ( r e s e t == 0) &&
4 (A2) next a [ 0 . . 5 ] ( ! ( hold && next ( hold ) ) ) &&
5 (A3) next [ 5 ] ( c u r r s t a t e == ”01 ”)
6 ) −> ( next [ 6 ] ( c u r r s t a t e == ”01 ”) | |
7 next [ 6 ] ( c u r r s t a t e == ”10 ”) ) ;

Figure 4: PSL property

The detailed analysis checks subsets consisting of remain-
ing enable variables (i.e. sub-expressions) for being a reason
of the contradiction. To this end, the respective subsets X
are obtained by creating the power set P(E) of E (line 13).
Thereby, we start forming the subsets with at least two el-
ements. Furthermore, by ordering the subsets according to
their cardinality, the smaller conjunctions of sub-expressions
are checked first. In this way, by excluding all supersets of
reasons determined so far (line 14), minimality is guaran-
teed.

For each remaining subset (i.e. for each combination) the
conjunction of the respective sub-expressions is tested for a
contradiction. Therefore, all variables ej ∈ X are assigned
to 1 to enable all respective sub-expressions of X. Then,
the resulting cube is combined with a disjunction of all so-
lutions a ∈ A as shown in line 16. If the cube of enable
variables (i.e. the enabling of the respective sub-expressions)
leads to a contradiction, then a reason has been found and
thus, X is added to R (line 17). The final result of the
algorithm is the set of all minimal reasons.

4. EXPERIMENTAL RESULTS
The presented techniques have been implemented and eval-

uated during the verification of different designs.
First we illustrate our method for the FSM depicted in

Figure 2. There are four states encoded by two bits. The
FSM falls back to state 00 when the signal reset is set to 1.
Otherwise, it steps through the states in increasing order
and wraps around to state 00 unless the signal hold is set.
For this design we consider the property shown in Figure
3. In the antecedent it is assumed that there is a reset at
time point 0 (line 2), the state should be 10 at time point 1
(line 3) and there is no reset and no hold during the cycles
0 to 4 (lines 4 and 5 respectively). This antecedent leads
leads to a contradiction. For the analysis, the antecedent
is split into the four expressions A0, . . . , A3 as mentioned
above. It is reported that A3 is irrelevant and that there
are two different reasons for the contradiction. The first
reason is R1 = {A0, A2}. This is because the expression
A2 = next a[0..4](reset == 0) implies that there is no reset
at time point 0 which contradicts expression A0. The second
reason is R2 = {A0, A1}, because after the reset at time
point 0 – as demanded by A0 – the state will be 00 at time
point 1, which contradicts A1.

In case of the next a statements the analysis can still be
refined, as the expression next a[i..j](x) can be rewritten as

next[i](x) && next[i + 1](x) && . . . && next[j](x). By
splitting up the next a operator the analysis points exactly
to the expression related to time point 0 for the first reason.

A more complex property is considered in Figure 4. The
antecedent is a conjunction of four expressions A0, . . . , A3.
It is assumed that there is a reset at time point 0 followed
by 5 cycles with no reset (lines 2 and 3). Furthermore there
may not be two consecutive cycles with the hold signal acti-
vated (line 4). Finally, at time point 5 it is assumed that the
FSM is in state 01 (line 5). When checking this property it
is reported that its antecedent is contradictory. The single
reason that is given by our approach is the conjunction of all
four expressions together with the design. This means that
removing any of the assumptions would remove the contra-
diction. In this case it is the combination of the antecedent
with the functionality of the design that makes the scenario
impossible.

Our contradiction analysis approach has also been used
during the formal verification of a RISC CPU. This CPU
implements parts of the MIPS instruction set architecture
[24]. It is based on a 5-stage pipeline and contains 32 gen-
eral purpose registers. The overall design has a gate count of
approximately 300.000. During the design process BMC has
been applied for early debugging of the basic functionality
of the CPU. For this purpose relatively restrictive properties
are written to check aspects of the design that have recently
been implemented. When a contradictory antecedent occurs
our method was able to identify the root cause very fast
(e.g. for the analysis of the property for the “load word” in-
struction the result was obtained in less then a CPU minute
on a Intel Xeon CPU with 3 GHz and 32 GB of main mem-
ory).
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